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Abstract

Following the coalescence of the accelerator divisions in the end of 2002, the need arose to standardise components in order to minimise the maintenance and operation workload. Moreover, starting in 2006, operation from the new CCC in Prévessin will make it imperative to have remote control of most equipment of the East Hall. Presentation of the existing equipment and its desired evolution has already been done at the 2003 and 2004 EA days and this note just details the work to be done in the PS East Hall. Some effort has been aimed at minimising the needed work in the hope that the necessary budgetary and human resources will be granted.

1. Introduction

Beam lines instrumentation in the various experimental zones has diverged in the past not only due to varying requests from the users with time but also because they belonged to different ‘cultures’ and were updated with locally available ‘off the shelf’ equipment. In the wake of the accelerator sector reorganisation in 2002, it was felt that a convergence should be made in the various experimental zones equipment. This would bring several benefits : ease the maintenance and operation for the responsible teams, reduce running costs, allow full interchangeability of equipment, reduce as-seen complexity and allow different people in the ATB/EA section to effectively replace each other in case of absence.

The planned ‘no beam year’ of 2005 and the dismantling of the West Area provide a unique opportunity to implement this convergence.

2. History

The East Hall has been modified in 1984 aiming mostly towards LEP detectors testing, rarely full fledged experiments. Its hardware was made compatible with other similar equipment used in the PS context, notably the South Hall serving LEAR. Very little remote control did exist outside the dedicated control room, the small physical size allowing and favoring it. The relatively modest requirements of most tests in beam line instrumentation, lead us to install quite minimal equipment.

The last revamping of the East Hall in 1997 was made with severe constraints on costs and compatibility with the AD set-up, recuperating existing equipment, perfectly useable at the time.  The small physical size of the East and AD Hall allowed operating them without full remote control as was needed in the SPS areas. Conditions have changed and the 1997 decision, which was perfectly appropriate at the time, needs now to be reviewed.

3. Convergence

In 2003 the experimental areas of PS and SPS have been merged in the same section. This was seen as an opportunity to rationalise equipment in the zones with the aim of reducing the number of different devices, ease the operation and maintenance as well as replacing obsolete or ill performing equipment. It was felt that the East Hall equipment should be modified such as to become as similar as possible to the West and North SPS experimental Halls, expecting to recover bits and pieces from the West Hall dimantling.

Since that time, the decision to operate all accelerators from the CCC in Prévessin put some more pressure to have full remote control on the equipment located in the East Hall.

Most of the facts presented here have already been discussed on the occasion of the EA days in 2003 and 2004 but some details, timescale and component availability were not fully defined. Tests with a delay wire chamber have been conducted in the T9 beam at the end of the 2004 physics period, revealing some unexpected timing problems which will have to be solved.

These tests have also profited to the upgrade of the North Hall equipment, as the test setup was partially debugged on that occasion.

One big problem to solve is resources as most of CERN is now fully engaged in the LHC construction, very little being left available. Moreover, the AB/BDI group is deeply involved in the rejuvenation (major maintenance and upgrade) of the North Hall instrumentation equipment.

4 Geometry, main work lines

Upgrading implies installation of devices in the beam lines, new interfaces in EBCR (the local control room), cabling for physical and software for the logical connexions. Some more specific details are displayed under each heading, along with priority.

Cabling and interfaces are the most costly items in financial terms; software in manpower terms. Most devices are available and their installation in the beam line is, in comparison, a quite modest task.

	Beam line
	Straight line length
	Along cable trays

	T7
	~ 30 m
	~ 50 m

	T9
	~ 16 m
	~ 30 m

	T10
	~ 12 m
	~ 25 m

	T11
	~ 20 m
	~ 25 m


Table 1. Cable length from beam line to EBCR control racks.

5 Required upgrades or new devices. 

Beam stoppers : controlled from the zone access door. Their state is accessible somewhere in the PS control system and should be made available to the East Hall controls infrastructure; this should be done in a way which will be consistent with what is done for the North Hall zones. These beam stoppers belong to TS/CSE and are not under our responsibility.

Magnets : they obviously stay where they are without modifications outside the usual hardware maintenance (magnets, electrical and hydraulic connections, safety and connected power supplies). They are software controlled by the standard PS system and are handled as any other magnet used in transfer lines. In our case, most are plainly static except for some in the primary lines (outside this scope) and only one in the T7 line, namely zt7.bhz01 which is used to switch between T7 (secondary or irradiation) and DIRAC T8 line. A proper connexion in the middleware should allow talking to Cesar. The equipment interfaces are not identical to the SL ones. Action : AB/CO.

MWPCs : obsolete multiwire proportional chambers. They are not calibrated in any way and are almost unusable below 10k particles per spill, a rate that is more and more frequently used by tests. They should be removed and replaced by delay wire chambers.

Collimators : nine are installed with two jaws each, meaning 18 controllers installed by the PS septa group at the time. Manual control does exist in EBCR, no computer control being implemented; however all needed connections and documentation exists. Equivalent systems for septa are connected via a G64 crate which is now considered obsolete. Remote computer control is to be implemented trough a, nowodays standard, PLC connexion in order to make them accessible at the middleware level.

Cerenkovs :  they may need some light standard maintenance (mirror cleaning, photomultiplier checks) but are in a correct state. They are mechanically identical to those existing elsewhere in EA, they just lack the external control block for gas type, pressure control (including partial vacuum) and the PM HT power supply with the corresponding cabling. Piping do exists which distributes CO2 from the Hall gas lines (4 bars absolute).

Control blocks can be recovered from the West Hall dismantling; cabling to EBCR is needed for the control cable, as well as a power connexion. Interfacing shall exist in EBCR.

Delay wire chambers  (DWC) : There is only one in T9, installed for 2004 test; others need to be installed. One should go in every secondary line to replace the fixed MWPC, at the same longitudinal position. The main advantage is their capacity to give a useable profile and counting at low fluxes. They should be associated to a scintillator counter which will provide : a reliable count, even at some MHz rates and a trigger for the DWC itself. The DWC efficiency is low at high counting rate due to strong pile up but still provides a useable profile. This change implies :

- physical removal of the replaced MWPC and its support.

- recuperation of a DWC from BDI stock of from West Hall dismantling (a total of five should be sufficient, apart from spares).

- installation of the chamber along with the scintillator/PM used for trigger and counting on a standard BDI/EA cradle allowing device insertion/removal.

- electrical connexions, this implies to order/install the necessary physical cabling from/to EBCR. 

- gas connexions : they exist from the present MWPC and should be reusable being of the same type. All chambers will be identical, using the same mixture from the mixing rack.

- one VME crate already exists, with one module able to handle four chamber which should normally be sufficient. A second module is probably needed for potential future extension and/or as ‘hot spare’.

- a VME module able to handle the scintillator(s) is not installed yet.

A quite serious problem remains to be solved, detected in the 2004 T9 test : PS timing is different from SL timing and is not compatible with BDI modules and software. A robust solution should be found but this is now a moving target as timing is supposed to converge between the various machines in AB anyway.

 Scintillators (beam counters) : see above, linked to DWCs.

Others : East Hall physicists are used to control their beam from EBCR as some vital information (position and control of collimators, workstation, control of MWPC) are, until now, only available there. In future, when everything will be accessible on the network, adequate workstations should be installed in each counting room (eight, counting two rooms for T9 and three irradiations counting rooms). DIRAC on T8 is a primary beam and as such is controlled by the operation team or a workstation existing in DIRAC counting room; this situation should continue.

Status of the zones and stoppers should be available; it is only visible on access console now.

Physicist counters should be implemented; connexions do exists between counting rooms and EBCR; the easiest way is to install scalers in EBCR using the present cabling as there is no other need of a VME crate in experiment counting rooms.

Best resumed in the following table :

	Device
	Evolution
	Number
	Priority
	Cabling
	Software
	Remark

	MWPC
	discard
	5
	High
	
	none
	obsolete

	DWC
	new
	5
	High
	~ 5..10 k
	heavy
	replace MWPC

	Magnets
	no mod
	36
	-
	-
	exist/collect
	

	Beam stoppers
	no mod
	5
	
	
	collect state
	not AB

	Collimators
	none
	9 (x2)
	High
	exist
	to middleware
	need PLC

	Vacuum
	none
	
	
	
	collect state
	AT/VAC

	Cerenkov
	automate
	5
	Low
	~ 5 k
	same as EHN
	VME interface

	Beam counter
	new
	5
	high
	see DWC
	
	

	Workstation
	new
	~8
	medium
	local
	standard
	physicist access


Estimated effort to invest for renovation.

	Devices
	Hardware cost
	Manpower/hard
	Manpower/soft

	MWPC/DWC/beam counters
	~ 140 k
	~ 6 man*month
	~ 2 man*month

	Collimators
	~ 20 k
	<< 1 man*month
	> 2 man*month

	Cerenkovs
	~ 50 k
	~ 2 man*month
	

	Magnets
	none
	none
	~ 1 man*month


6 Conclusions

All elements and problems have, most probably, been identified; solving some of them can only be done at implementation time. The expected cost is low and the invested manpower should be moderate for a quite significant effect even if it will not be blindingly visible; unless remotely controllable, East Hall operation from 2006 onwards will be painstaking and inefficient.

As AB/BDI-EA is now fully committed in renovating the instrumentation in the North Area, some way to handle the East Hall renovation this year need to be found. It is a relatively minor work quantity but indispensable for the proper and smooth restart of the East Hall beam lines in may 2006.
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Annex A : equipment list/expected evolution in East Hall beam lines.

	
	Object
	Existing?
	Control
	Responsible
	Remark

	t11.stopper
	Stopper
	1997->
	Doors, hard
	Ts/cse -> ?
	

	t11.qde01//
	Magnets 
	1997->
	PS/CO -> Cesar
	Ab/atb-ea
	8 in T11

	t11.mcv01
	Collimator
	1997->
	No remote control
	Ab/atb-ea
	

	t11.mch01
	Collimator
	1997->
	No remote control
	Ab/atb-ea
	

	t11.cer01
	Cerenkov
	1997->
	No remote control
	Ab/atb-ea
	

	t11.cer02
	Cerenkov
	
	
	
	

	t11.mwpc01
	MWPC chamber
	->2004
	No remote control
	Ab/bdi-ea
	

	t11.mwpc02
	MWPC chamber
	->2004
	
	Ab/bdi-ea
	

	t11.dwc01
	Delay wire chamber
	2005->
	
	ab/bdi-ea
	

	t11.sci01
	Scintillator
	2005->
	
	ab/bdi-ea
	

	
	
	
	
	
	

	t10.qde01//
	Magnets
	1997->
	PS/CO -> Cesar
	ab/atb-ea
	9 in T10

	t10.stopper
	Stopper
	1997->
	Doors, hard
	ts/cse -> ?
	

	t10.mch01
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t10.mcv01
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t10.mwpc01
	MWPC chamber
	->2004
	No remote control
	
	

	t10.mwpc02
	MWPC chamber
	->2004
	No remote control
	
	

	t10.cer01
	Cerenkov
	On demand
	
	? 
	

	t10.cer02
	Cerenkov
	On demand
	
	? 
	

	t10.dwc01
	Delay wire chamber
	2005->
	
	
	

	t10.sci01
	Scintillator
	2005->
	
	
	

	
	
	
	
	
	

	t9.qde01//
	Magnets
	1997->
	PS/CO -> Cesar
	ab/atb-ea
	11 in T9

	t9.stopper1
	Stopper
	1997->
	Doors, hard
	ts/cse -> ?
	

	t9.stopper2
	Stopper
	1997->
	Doors, hard
	ts/cse -> ?
	

	t9.mch01
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t9.mcv01
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t9.mwpc01
	MWPC chamber
	->2004
	No remote control
	
	Under vacuum

	t9.cer01
	Cerenkov
	1997->
	No remote control
	
	

	t9.mwpc02
	MWPC chamber
	->2004
	No remote control
	
	

	t9.cer02
	Cerenkov
	On demand
	
	
	

	t9.dwc01
	Delay wire chamber
	2005->
	Test in 2004
	
	

	t9.dwc02
	Delay wire chamber
	2005->
	
	
	

	t9.sci01
	Scintillator
	2005->
	
	
	

	
	
	
	
	
	

	t7.bhz01//
	Magnets
	1997->
	PS/CO -> Cesar
	ab/atb-ea
	8 in T7

	t7.mch01
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t7.mcv01
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t7.stopper
	Stopper
	1997->
	Doors, hard
	ts/cse -> ?
	

	t7.mch02
	Collimator
	1997->
	No remote control
	ab/atb-ea
	

	t7.cer01
	Cerenkov
	1997->
	No remote control
	
	

	t7.mwpc01
	MWPC chamber
	->2004
	No remote control
	
	

	t7.mnp22
	Spectrometer
	1997->
	PS/CO -> Cesar
	ab/atb-ea
	

	t7.cer02
	Cerenkov
	On demand
	
	
	

	t7.dwc01
	Delay wire chamber
	2005->
	
	
	

	t7.sci01
	Scintillator
	2005->
	
	
	

	
	
	
	
	
	

	
	No physical change
	
	
	
	

	
	New devices
	
	
	
	

	
	To be discarded
	
	
	
	

	
	Upgrade needed
	
	
	
	


In short, we will have for each of the four lines (excluding DIRAC as primary)

One (two for T7) acceptance collimators for intensity control.

One momentum collimator for defining intensity and p/p.

Eight to eleven magnets for line tuning.

One threshold counter, automated, normally working with CO2.

One set of one DWC and associated scintillator in a fixed longitudinal position, sited on the standard BDI/EA cradle.

One extra such set in T9 at the first focus location. This implies some more work as the present MWPC is under vacuum which is not practical for the new equipment. Some modifications of the vacuum pipes and windows are needed.
HER_note_E.doc
Page 1
31/08/2005

