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ABSTRACT

Results are given for beam composition and absolute production cross-
sections in proton-beryllium collisions at 400 GeV/c. Measurements have
been made on positive and negative particles at four momenta (60, 120,
200, and 300 GeV/c), two transverse momenta (0 and 500 MeV/c), and for
three target lengths (100, 300, and 500 mm). Production cross-sections
are derived from measurements on a short (40 mm) target.
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INTRODUCTION

In addition to the intrinsic interest of particle production measurements, a good know-
ledge of the production of secondary hadrons by 400 GeV/c protons striking beryllium targets
is needed in order to calculate, with high precision, the shape of the CERN neutrino-beam
spectra. In particular, a good measurement of the K/m ratio of production cross-sections
‘at various energies and production angles is essentiall).

Precise measurements are difficult and time-consuming, so that the measurement of a
dense set of points, closely spaced in energy and production angle, would require a long
running-time. ’

In this exploratory work we aimed at measuring only a few points but with high precision.
In Section 2 we describe the experimental apparatus and the measurement procedure; in Section 3

the data reduction, including the corrections applied to the data and the sources of error;
and we give the results in Section 4.

THE EXPERIMENTAL METHOD

The measurements have been performed in the H2 beam?) of the CERN Super Proton Synchrotron
(SPS). A simplified drawing of the beam is given in F1g 1. Absolute fluxes were counted in
four scintillation counters, and beam composition was measured by two N-type CEDARs®) , Which
are the standard differential Cerenkov Counters (built and operated by the SPS Division Experi-
mental Areas Group) for particle identification in the 60-300 GeV/c region.
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Fig. 1 Layout and optics of H2 beam




2.1 The apparatus

2.1.1 Beam optics and collimators

The H2 beam is a high-energy secondary hadron beam serving experiments’ in hall EHN 1 of
the SPS North Experimental Area?). The optical structure of the beam in its high-resolution
mode, as used for the measurements, is shown schematically in Fig. 1. The principal momentum
analysis and recombination occur in the vertical plane, collimator C3 being used to define
the momentum bite transmitted by the beam. Collimators C2 and C6 serve to define the hori-
zontal and vertical angular acceptance of the beam. These collimators were always kept
sufficiently closed so as to ensure that they determined the beam transmission and that
particles within the transmitted phase space were not lost elsewhere.

The beam was rendered parallel to < 0.02 mrad in both planes in order to allow efficient
particle identification by Cerenkov counters CEDAR 1 and CEDAR 2. For this purpose the second-
order contribution to the beam divergence at the CEDARs, due to cumulative chromatic aberra-
tion of the quadrupoles, was corrected in the horizontal plane by means of a sextupole acting

at a position of vertical dispersion (adjacent to C3).

2.1.2 Selection of production angles

The layout of target station T2, from which two beams (H2 and H4) are derived, is shown
schematically in Fig. 2. The direction of incidence of the primary proton beam onto the
target is governed by magnets Bl and B2. Magnets B3 and B4 then serve to direct secondary
particles of wanted sign, momentum, and production angle into the beam H2, whilst deviating
the remaining primary beam (+400 GeV/c) onto the dump. The production angle of the H2 beam
was varied by changing the strength of B3 and by correspondingly correcting B4 to put the beam
back on axis. In this way symmetrical production angles on either side of zero were obtained
(broken trajectories in Fig. 2).
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Fig. 2 Plan of target station T2




2.1.3 Targets

The actual production target consists of one of a series of beryllium plates, each of
which may be brought into position so that the primary proton beam enters the plate along its
median plane"). Five alternative target plates of dimensions listed in Table 1, and one
empty position, have been used. '

Table 1

List of targets

Length Width Height
(in beam direction) (horizontal) (vertical)
(mm) (mm) (m)
500 160 2.0
300 : 160 2.0
300 160 1.5
100 160 2.0
40 160 2.0

2.1.4 Target box instrumentation

The target assembly is immediately preceded and succeeded by instrumentation boxes
(TBIU upstream and TBID downstream, Fig. 2) containing Secondary Emission Monitors (SEM).
These boxes may be moved laterally in the horizontal plane so as to follow the displacement
of the primary beam caused by magnets Bl and B2 of the target station (Fig. 2). Each box
contains a set of split foils (BSP-H, BSP-V) used for steering the primary beam onto the
target in the horizontal and vertical planes, and a series of complete foils (BSI-U, in the
upstream box, BSI-D in the downstream box) used to monitor the intensity of the primary

" beam. SEM profile scanners are also provided in the TBIU target monitor box. They consist

of thin strips which can be scanned across the beam in steps as fine as 0.05 mm in both
planes. The incident proton flux is given by the output of the BSI-U foil, which was
specially calibrated®) so as to provide an absolute measure of the protons entering the
target. The ratio BSI-D/BSI-U, or "multiplicity", provides a record of the efficiency with
which the primary beam strikes a target of given geometry.

2.1.5 Detectors

Four 3 mm thick scintillation counters, TR1 to TR4, counted the whole beam. Counters TR1
and TRZ were located at 233.5 m and 385.6 m from the target, respectively, and were separated
by a dipole. Counters TR3 and TR4 were located at 459.6 m and 473.6 m from the target, strad-
dling the two CEDARs. An N-type CEDAR®) is a 6 m long differential Cerenkov counter filled
with high-pressure (10 to 14 bar) helium, and equipped with an optical system which corrects
the chromatic aberrations and focuses Cerenkov light, produced at an angle of 25.8 mrad, on
a circular light-diaphragm (LD) of 20 cm diameter. The LD opening can be varied from 0 to
20 mm with a +20 pm precision; the light is then transmitted through quartz windows onto
eight photomultipliers. The beam hole of a CEDAR is a 10 cm diameter circle; with a wide-
aperture LD, the average number of photoelectrons per photomultiplier ranges from 2.5 to 3.4,
depending on the photomultiplier characteristics. In order to separate . events due to stray
particles hitting the photomultipliers of the CEDARs, a large scintillation counter (ANTT),
with a 10 cm diameter hole, was placed just before each CEDAR.
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From the signals coming from the different detectors, the following coincidences were

_ formed and counted: TR1 x TR2 and TR3 x TR4 were used to count the total beam intensity;
the latter, called TRIGGER, was also used in coincidence with the CEDARs as a strobe. The
signals from the eight photomultipliers of a CEDAR were shaped to about 10 ns, and entered
a NIM circuit which gave three coincidence signals: sixfold, sevenfold, eightfold. The
coincidences 6(7,8)-fold x ANTI x TRIGGER were made and counted together with the trigger.
The sixfold coincidence has a very high efficiency, while the eightfold one has lower effi-
ciency but better resolution.

In order to make a precise measurement of the beam direction and divergences in the
magnet-free region where the CEDARs were located, a pair of FIlament SCammers (FISC)®) were
installed at the beginning and another pair at the end of this straight beam section, 15 m
downstream.

A FISC is a thin scintillator strip, 10 cm long and 0.2 mm wide, viewed by two photo-
multipliers in coincidence. The scintillator can be moved in a direction normal to the beam,
and two FISCs are used as a pair to provide scans in the horizontal and vertical planes,
respectively.

2.2 Measurement procedure

2.2.1 Beam setting and measurement of absolute fluxes

In general, the required production angle at any given momentum was selected by setting
the third target station magnet (B3 of Fig. 2) to the calculated value, and scanning the
first septum magnet of the beam line (B4 of Fig. 2) to put the beam on the required axis.
For non-zero production angle, both signs of production angle could be selected and the
fluxes measured. The equality of these two measurements gave an estimate of the accuracy
when selecting the production angle. To determine the zero-degree production angle, a scan
of flux versus production angle was made by varying the angle of the incoming protons onto
the target with Bl + B2. The maximum of such scans (sensitive only at 200 and 300 GeV/c)
was taken as the zero-degree production angle, and showed a misalignment of 0.23 mrad to
the theoretical geometrically aligned zero angle. This misalignment was corrected during
the measurements by maintaining small currents in Bl and B2.

The proton beam was continuously monitored in intensity and frequently in size, angle
of strike onto the target, and angular divergence.

The spot size was measured by using the SEM profile scanners. Analysis of many scans
during the whole run allowed the beam "radius" to be extracted at any time. This radius
was very stable during the entire measurement period.

The targets are very large horizontally and small (2 mm) vertically (see Section 2.1.3).
Hence only the vertical spot size was important in evaluating the fraction of the incident
proton beam which struck the target. An independent measurement of this fraction (besides
the profile scans) was made by measuring the relative fluxes from two targets of different
vertical sizes (1.5 and 2.0 mm) but with identical lengths and horizontal size. Assuming
the beam to be Gaussian in the vertical plane (as was demonstrated to be the case by the
profile scans), the ratio of the two fluxes allowed the beam width to be calculated. The
above two independent measurements agreed to about 0.5% and gave the fraction of incident
protons hitting the target to be 97 * 19.
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After setting up the target station and beam steering, the beam was adjusted, using the
FISC counters, to be parallel at the CEDAR detectors.

In each plane, profiles were obtained by scanning the downstream FISC in coincidence
with the upstream FISC, the latter being fixed at each of several positions across the beam.
A comparison between the displacements of the centres of the profiles and the displacements
of the fixed FISC provided a measure of the inclination of the beam phase-space ellipse to
a precision of #2 x 10~* mrad/mm. Accordingly this ellipse could be rotated to be upright,
i.e. the beam was rendered "parallel”, in both planes, by iterative adjustments to the
strengths of the two quadrupoles immediately preceding the CEDARs. The widths of the FISC
coincidence profiles provided a measure of the intrinsic parallelism due to the emittance

of the beam, and hence allowed the sextupole correction for chromatic aberration to be
checked. ‘

Having checked the steering and focusing of the beam, the total yields for the given
acceptance were measured for each target head, including the empty target head position.
Each head was successively moved into position in the proton beam, and the rates of the
trigger pair coincidences were recorded for 15 SPS pulses.

For each pulse we also recorded the readings of the SEM intensity foils of the target
box, both upstream and downstream, and of the asymmetry foils (to show pulse-to-pulse varia-
tions of steering). These measurements allowed the proton beam stability to be monitored
during the data taking. The counting rates were kept below 10° particles per second.

2.2.2 Particle identification

Once the beam was tuned, TR1 and TR2 were moved out of the beam line and the two CEDARs
were aligned. The light-diaphragms were then set at a value of maximum aperture compatible

with good w-K separation. Figures 3a and 3b show pressure scans of a CEDAR at 200 and
300 GeV/c.
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The measurements were done by counting TRIGGER counts and computing the ratio

6(7,8)-fold x ANTI x TRIGGER
TRIGGER

(see Section 2.1.5) for each pressure setting.

Instead of making a complete pressure scan for each beam condition, we set the pressure
of the CEDARs on the peak of a particle, waited for the settling of the gas (the turbulence
in a CEDAR has a negative effect on efficiency at small diaphragm settings), and then meas-
ured the fraction of this particle with a local scan around the top of the peak. The same
operation was repeated for the two other targets. The CEDAR pressure was then moved to
another particle peak, and the whole operation was repeated. »

At 60 GeV/c, where the CEDAR resolution allows a separation of pions and electrons, two
measurements have been made in the e-m region: the e + m beam content has been measured
with a wide diaphragm setting (2.5 mm) and the e/w ratio with a small diaphragm (0.53 mm).
A typical e-m separation scan is shown in Fig. 4.
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Fig. 4 Typical e~T separation scan

DATA PROCESSING AND EXPERIMENTAL ERRORS

3.1 Beam parameters

3.1.1 Beam momentum

The determination of the momentum of the secondary beam relies on knowing the excitation
curves of the bending magnets. These are known with an error which is estimated to be < 15.
We have a consistency check on this 1% figure, as follows. Different detection coils and
reference magnets were used to measure the characteristics of bending magnets and quadru-
poles, with the result that we have.independent and different systematic errors for these
two types of beam transport element. This could give rise to a situation where the beam is
well steered (i.e. bending magnets set correctly) but not well focused. With one exception
we found that with a well-steered beam, the quadrupoles had to be tuned to values differing
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by much less than 1% from their calculated values. The exception occurred at -300 GeV/c;
where a global correction of 0.8% to all the beam quadrupoles was required to give a beam
matched to the computed conditions at the CEDAR. We therefore conclude that our uncertain-
ties on the quoted momenta are equal to 1% or less.

8.1.2 Production angles

Production angles were selected according to the procedure described in Section 2.1.2,
and the zero degree line of the primary proton beam was measured as described in Section 2.2.1.

Several factors had to be taken into consideration when determining the transverse
momentum acceptance ApT: the horizontal and vertical beam acceptance, and the divergence of
the incident proton beam. The beam angular acceptances are known and determined by colli-
mator openings. The proton beam divergence was measured in both planes before every flux
measurement. It turns out that the horizontal divergence of the proton beam, measured as
o = 0.4 mrad, dominates. The transverse momentum accéptance is thus given by

App MeV/c = 0.4 x p »
where p is the secondary beam momentum in GeV/c.

8.1.3 Equivalent target length

The lengths of the beryllium targets Used are well known; however, even with the target
moved out, some flux was still measured in ‘the beam line. This flux was due to the interac-
tions of the proton beam with the air in the target station (= 3 m long), the vacuum windows,
and the SEM foils themselves. Added together they represent about 0.6% of an interaction
length. At each data-taking point, the empty target position flux was also recorded in order
to subtract its effect.

The measured values of this target-out flux compared to target-in were constant over
the entire run, and this corresponds to 2.2 + 0.1 mm of Be, i.e. 0.55% of an interaction
length, as expected. Thus this represents a correction of 5% to the 40 mm target data
but of only 1% to the 500 mm target data. The accuracy of estimating this correction intro-
duces an error on the cross-sections of < 0.25%.

3.1.4 Acceptances

The accuracy of the total beam acceptance relies on the knowledge of the gaps between
the jaws of the beam-defining collimators (C2, C3, C6). Each jaw of the collimator is inde-
pendently variable in position, and this position was measured with a linear resistive trans-
ducer attached to the jaw. The transducer scale has been measured in the laboratory so that
the error on the measured gap is = 0.15 mm. What was not known was the offset of the jaw
relative to the beam axis, but this was measured using the beam itself. With the beam set
at -200 GeV/c and 0°, the beam flux was measured as a function of one collimator opening,
the other two collimators remaining fixed. The result was, as expected, a linear increase
of flux with opening until the opening exceeded the calculated maximum beam acceptance.

The intercept of the line was determined using a maximum likelihood fit to the points. This
offset could be determined to = 0.1 nm, and only C3 was found to have such an offset not
consistent with zero. It should be noted that this measurement also gave a direct measure-
ment of edge effect (beam entering the collimator and scattering back into the beam), as

it would show up as an apparent offset in the measurement.
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The final error achieved on jaw opening is estimated as 0.2 mm, which represents a
typical error of between 1 and 4% on the beam acceptance.

As these collimators are inside the quadrupole structure of the beam line, the accept-
ance also relies on the accuracy of the beam tuning. This was checked mainly by the correc-
tions necessary for the parallelism at the CEDARs (see Section 2.1). Feeding -these variations
into a transfer matrix element calculation contributes a 3.5% uncertainty on the knowledge
of the total beam acceptance. '

3.2 Absolute fluxes

8.2.1 Secondary emission foil calibration

The calibration factor or sensitivity of the SEM foil was measured in a separate experi-
ment by an activation foil technique. Reference 5 contains full details, and the error on
this calibration at the time of measurement was 1.8% (Table 6 of Ref. 5).

Unfortunately it was found that this monitor showed a strong drift (10%) over a period
of days during our running. This drift was monitored at frequent intervals by cross-compa-
rison of signals from the foils in front of and behind the target with and without the targets
in place, and by monitoring beam position and profiles to be constant.

By repeating measurements with the beam line set to identical settings at several points
during the run and at several energies, it was possible to show that apparent flux variations
were proportional to inferred variations in the upstream (TBIU) foil.

This TBIU foil was a new one installed just before our run, whereas the downstream TBID
foils were old ones that had already been used and irradiated for a few months. From experi-
ence with such foils [see Agoritsas and Witkover’) and Dieperink®) for example] strong varia- |
tions in new foils are to be éxpected, whereas old foils are more stable (under identical
beam conditions) and have only "small' variations, on the time scale of a few days.

Owing to the above effects a systematic error of 3% must be imposed in addition to the
apparent calibration error.

8.2.2 Dead-time of counters

Counting losses due to dead-time of the coincidences (TRl x TR2) and (TR3 x TR4) have
been corrected for. To keep losses down, the beam intensity during the flux measurements
was adjusted, in the 1limits of keeping a reasonably large collimator opening in order to
reduce the error on acceptance, to between 10° and 106 particles/burst at the triggers.

The dead~time of the two coincidences has been measured on the oscilloscope, while the
effective spill-time of the slow ejection to the North Area has been obtained from measure-
ments made in the neighbouring beam line by the NA3 Experiment and logged over the period
of our running. With thése data it has been possible to evaluate the relative counting
losses (in percent) of the two signals, which are, of course, proportional to the beam
intensity. At a beam intensity of 10° particles/burst, they were 2.8% for TR1 x TR2 and
3.9% for TR3 x TR4. The uncertainty of these corrections is estimated to be 20%.

8.2.3 Compatibility of counting rates

As mentioned in Section 2.1.5, the flux was measured with two independent trigger pairs
(see Fig. 1). As they are at different positions in the beam line, any difference in counting
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rate should be due (after unfolding dead-time losses) only to absorption and decay between
these two counting positions.

For +300 GeV/c the beam is 99% protons and only absorption must be considered. The
counting-rate difference of 2.4% measured in this case is entirely consistent with the amount
of absorbing material in the beam line between the two positions and is therefore taken as
an absorption reference.

Using this information, it is possible to calculate the expected rate difference be-
tween the two trigger coincidences,which is due to decay between the two positions, at .
other momenta. The measured difference varies from 2.4% at -300 GeV/c to 6.8% for +60 GeV/c
and is consistent, to = 0.5%, with the theoretical changes expected from decay.

As these two trigger systems pass through entirely different electronic chains and are
separated physically by more than 100 m, the agreement found gives confidence in the stability
of TR3 x TR4 used for the flux measurements.

3.2.4 Errors

Measuring absolute fluxes over 15 SPS bursts generally gave a statistical accuracy of
< 0.5% on the mean flux per proton. This error, coming entirely from the SEM intensity foil,
is due to the finite resolution of the ADC used to convert the measured analog SEM voltage
to-digital form.

The total measurement error is dominated by the following three systematic errors:

(9,1
oe

i} SEM calibration, see Section 3.2.1 =

ii) errors in beam optics, see Section 3.1.4 > 4%
iii) collimator opening uncertainty = 1-4%.

g

All other corrections are of the order of or less t 1%.

3.3 Particle ratios

A typical output of a CEDAR measurement is shown in Table 2: about 10 measurements were
taken whilst scanning the CEDAR pressure over the peak of the particle being measured.

The 1light diaphragm was set to give good m-K separation even with the sixfold coincidence.
As the sevenfold and eightfold coincidences have lower efficiency and are therefore more
affected by errors due to slight variations of efficiency in time, the sixfold data have been
used in measuring particle ratios. However, the e/m ratio at 60 GeV/c has been calculated
by processing the eightfold data, as in this particular case the sixfold and sevenfold did
not have sufficient separation.

The sixfold rates on the pressure peaks have been averaged over the measured points,
and the r.m.s. error evaluated and taken as the statistical error. Once this has been done
for p's, K's and n's + e's, the relative fractions have been added to obtain the CEDAR meas-
ured efficiency. The efficiencies can then be compared for different beam conditions (i.e.
different target or production angles), at the same energy and light diaphragm setting, so
"as to have an idea of the influence of local variations of efficiency on the experimental
error. Measured efficiencies and their fluctuations are given in Table 3. .
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Table 2

Example of CEDAR pressure scan print-out

iRE 2 IN BEAM HZ. SCAN FROM 18.8396 TO 10.831 BAR: STEP= -.53
333 HM; ROMENTUM. 348 GEV/L 1588-43-83-12.

Wl bl

e

R I L I T N
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Table 3
Efficiency of CEDARs
. c1 C2
Energy P -

7 T . . Number . s Number
polarity 1D Efficiency of points 1D Efficiency of points
(Gev/c) (GeV/c) (mm) (%) (om) (%)

60 0 0.62 | 85.2 + 0.6 3 0.62 | 66.6 + 0.6 3
0.5 2.52 1 96.6 % 0.3 3 2.52 | 93.7 = 0.15 3

+60 8 5 2.52 196.9 + 0.3 6 2.52 1 94.0 + 0.5 6
0

-120 0.3 1.24 |1 95.7 + 0.18 9 1.24 | 92.5 + 0.23 9
0.5 .
0

+120 0.3 1.24 | 94.85 = 0.27 9 1.24 { 91.13+ 0.54 9
0.5

-200 0 0.23 | 80.0 = 1.8 3 0.23 {1 69.5 = 1.5 3
0.5 0.23 | 66.2 £ 2.0 3 0.23 { 71.8 + 3.3 3
0 0.25 1 78.34% 0.5 3

+200 0.5 0.31 | 86.71 + 1.3 3 0.31 | 776 + 1.0 3

-300 0 0.13 | 58.2 * 0.3 3 0.13 | 50.6 + 0.4 3
0.5 0.13 | 56.2 * 1.5 3 0.13 | 48.9 + 1.5 3

+300 0.5 0.13 | 64.5 + 1,0 3 0.13 | 56.5 % 0.5 3

s
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The measured fractions have then been divided by their own efficiency to get the nor-
malized rates. Only in the case of particularly bad measurements has another procedure been
followed (see Section 3.3.3). The normalized rates have then been corrected for the following
effects.

8.8.1 Background

CEDARs have a constant background level between particle peaks, which is intensity-
dependent but always smaller than 10~*. The background, which is significant only at 300 GeV/c
when the production of minority particles drops to minute values, has been subtracted from |
the data. An error equal to the correction has been assumed (always smaller than 5%).

3.3.2 Limited rejection

The rejection of pions under the kaon peak has been studied‘at length by putting CEDAR 1
and CEDAR 2 in coincidence and scanning the masses with one of them when the other is sitting
on the pion peak.

The contamination of the kaons by pions, due to limited rejection, is significant only
at 300 GeV/c negative particles, and the correction applied is 1% for CEDAR 1 and 2% for
CEDAR Z. The error in the correction has been taken equal to the correction itself.

8.3.3 CEDAR efficiency

At some beam conditions, the beam consists of more than 90% of one type of hadron
(e.g. 99% m at 300 GeV/c).

In such a case, the sum of measured rates reflects the efficiency only during the
measurement of the abundant particles. In certain cases, therefore, the average CEDAR effi-
'c1ency has been calculated over the different targets and/or angles, and then the measured
fractions of rare particles have been divided by this average efficiency. The rest of the
beam has been assigned to the most frequent particles.

3.3.4 Electrons in the beam

At 60 GeV/c the e/m ratio has been measured with the CEDARs. The peaks being very sharp,
it has not been possible to average values over a few points. The peak value has been taken
for the rate, and a 4% relative error in the measured e/m ratio has been assumed. It is worth
remarking that at 0 mrad angle with the long target, where the e/ ratio is typically 40-50%,
this is the largest contribution to the 7 flux error and also the K/7 error.

At 120 GeV/c the CEDAR can no longer separate electrons from pions. A measurement of
e contamination in the beam has been made with negative particles at 0 mrad production angle,
by inserting a 3 mm thick sheet of lead next to TR1. The electrons lose energy by brems-
strahlung in the lead and are lost in the subsequent bending magnets. By measuring the loss
of counts with and without the lead in the beam, for the 40, 100, 300, and 500 mm targets,
it has been possible to evaluate the electron contents in the beam. These data and those at
60 GeV/c have been used to check the reliability of a Hagedorn-Ranft + beam transport program
which calculates the e/7w ratios. This program has then been used to calculate the et content
for other conditions at 120 GeV/c. The e content for other angles is < 5%, and the relative
error has been taken as 20%, the maximum difference between the program and the measurements
described above. For energies > 200 GeV/c the electrons lose too much energy in the bending
magnets through synchrotron radiation, and are swept away before the CEDARs.
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3.3.5 Muons in the beam

Muons from pions and kaons decaying along the beam and hitting TR3 and TR4 can influence
the measurements, either -- if counted by CEDARs -- by simulating a pion, or -- if not counted
by CEDARs because their trajectory is too skew —- by simulating CEDAR inefficiency.

The fraction of u's in the beam, both inside and outside the CEDAR angular acceptance,
has been computed at each energy with a Monte Carlo program.

Data have been corrected for these muons, and the error in Y evaluation has been taken
Anto account. The maximum amount of this correction was 35%.

8.8.6 Decays and absorption between CEDARs
and_averaging data from CEDAR 1 and CEDAR 2

Before averaging the data of the two CEDARs, one must refer them to the same physical
conditions.

CEDAR 2 data have been corrected for decays after CEDAR 1 and absorption between
CEDAR 1 and CEDAR 2. The net effect is that p's (p's) are absorbed more than 7's and K's.
Proton rates measured by CEDAR 2 have therefore been increased by 1%, while 7 and K rates
are unchanged. Decay corrections are negligible, apart from those for 60 GeV/c kaons (1.6%).

After all previous corrections were applied, the data from the two CEDARs were averaged
(when both were present) with, in general, equal weights.

3.3.7 Decays along the beam line

The particle rates have been corrected for decays of n's and K's over 461.5 m, which is
the distance between the production target and the point in CEDAR.1 where enough light has
been emitted to give 50% efficiency (sixfold).

3.8.8 Absorption in materials along the beam line

To evaluate the particle losses due to interactions with the material along the beam
line, we have taken the absorption cross-sections measured at Fermilab by Carroll et al.?),
The quoted cross-sections have been (somewhat arbitrarily) increased by 15% in.order to
take into account the elastic and quasi-elastic cross-sections.

The losses along the beam line until TR3 range from 1.1% to 1.9% according to the
particle type; the loss in one CEDAR ranges from 1.4% to 3.1% according to particle type
and gas pressure.

The interactions in the CEDARs have been separated into three categories:
a) secondaries do not hit TR4 (no trigger);
b)  secondaries hit TR4 -- neither CEDAR 1 nor CEDAR 2 give a signal;
¢) secondaries hit TR4 -- CEDAR 1 gives a signal and CEDAR 2 does not.

The total interaction probability has been split into these three categories according
to energy and to partial cross-sections given in Ref. 9. It turns out that interactions of
types (b) and (c) are well taken care of by just increasing the p (p) rate in CEDAR 2 by 1%
before averaging it with CEDAR 1 (see Section 3.3.6). The largest effect is due to type (a)
interactions. Data have been corrected for these losses, and the error on the correction
has been estimated to be 30% of the correction.
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RESULTS AND DISCUSSION

4.1 Particle contents

The whole experiment, including the first setting up of the beam, the tuning and debug-
ging of detectors and electronics, plus the systematic measurements, took about 10 days.
Because of the limited time available, we could not repeat some of the measurements where
the best possible precision had not been reached. In particular, the 200 GeV/c data, the
60 GeV/c negatives at 0 mrad, and 60 GeV/c positives at 8.33 mrad suffer from this defect.

Table 4 shows the particle composition at the end of 100, 300, and 500 mm long beryliium
targets. Only ‘Tl'i'S, Ki's, p's, p's, and e*'s where appropriate, reach the CEDARs to be meas-
ured: these have been taken to make up 100% of the beam leaving the target. The contribution
of u's, which are not produced in the target, has been subtracted.

At 200 and 300 GeV/c, the e*'s produced from the target undergo such strong synchrotron
radiation in the bending magnets that they are lost from the beam and do not reach the CEDARs.

Because of the necessity to make a clean dump of the unused incident proton beam, it was
not possible to make measurements at Pr = 0 for 300 GeV/c positives.

- The strong variation of the e* content with Prs compared with that of hadrons, is quali-
tatively easy to understand as being due to the cascade process

0 > yy in the target.
by > e'e” '

Their production is governed by the in- . d’N arbitrary units

tegral of n°'s with energy higher than w4 dpdnl 1
the energy considered at a fized angle :
of production. Figure 5 shows m° pro- i —— i
duction [taken = }(n* +77)] at angles A \‘\_ i
of 0, 4.17 and 8.33 mrad, as a function \‘\.

of secondary momentum, and shows the 0 \ \ \?<° mrad I
much larger momentum range contributing E . '\. E
to the zero-angle integral rather than ' i \ \ N\, i
to the non-zero angles. : \ \ \\ i

© = 4.17 mrad

10" \ =
6:8.33 mrad\

-

104 \ L

T rirvr

Lol o il

T
1

LI S B o I R
Lokl L L)

Fig. 5

Production of 7° as a function
of secondary momentum at three
fixed angles 102

! l..&...rlnurvzl...-[.--.SLO..-
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Table 4

Particle contents, in percent, of the beam leaving the beryllium production target
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4.1.1 Particle ratios

Table 5 shows the e/, K/m, and p/m ratios. The errors are sometimes smaller than would
be derived from Table 4, as they are only relative measurements which are not subject to all
the systematic errors. Figure 6 shows them graphically as a function of secondary momentum

S
1]

>

APy of 500 Mev/c
TPro o

T

T

-4
A

SECONDARY MOMENTUM
200 prorty 300

LA B B S S B (O B e ame s e s

Fig. 6 Particle ratios as a function of secondary momentum from a 100 mm Be target
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for the 100 mm target, which has the least reabsorption of the three targets measured and
hence gives values close to those from a p-Be nucleus collision.

The agreement with the FNAL'®) results is in general good; however, direct comparison
is difficult as no precise production angle was quoted there.

4.1.2 Change of particle ratios with Pp

Figure 7 shows the change of the partlcle ratios for pr = 500 MeV/c relative to pT
plotted as a function of secondary momentum, again for the 100 mm target.

Although it would appear that both signs of particles tend to have the same behaviour
at high and low momenta, there are strong differences at intermediate energies between posi-
tive and negative particles. In the framework of the Thermodynamic Model [H. Grote et al. 11)]
of particle production, this difference could be attributed to the production of N reso-
nances, of which the decays to KAor pr alter the angular distributions away from the 'inherent'
behaviour of production from the "central region where K 's and p's are produced.

RATIO p; : 500 MeV /c RATIO p,: 500 MeV /c
RATIO pr: @ MeV/c [RATIO p,: @ MeVic
2.0_| 20
. A o
/ \\
N / i
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/ \ /N
. \ . 4
/ \ K/ . / \
7] l )T 7 // \ p/ﬂ#'
1.5 _| II \ 15 _ / \4
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Fig. 7 Relative change of particle ratios between two values of Py as a function of
secondary momentum

4.1.3 Change of particle ratios with target length

As Table 4 indicates, the particle ratios are also a function of target length showing
small but significant variations. Figure 8 shows the value of the ratios for the 500 mm
target compared with the ratio of the 100 mm target as a function of secondary momentum,
for pr = 0 and 500 MeV/c.

For K'/n*, K'/n~, and p/n~ there is no variation with secondary momentum or py, and the
values are in good agreement with a naive reabsorption model in which the produced secondaries
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are reabsorbed in the target without producing any more particles. This is a "no cascade"
model and the variations with target length are due to the different absorption cross-sections

of the different particles.

Using this model and the cross-sections from Ref. 9, averaged over 60, 200, and 280 GeV/c
and interpolated to Be, gives the constant full line shown in the Fig. 8. The agreement is
good except for p/n+, where the variation with energy is very strong. Although the values
tend towards this naive-model value at high energies, there is an inversion at lower energies,
where more protons appear to be produced even though they are more strongly absorbed in the
target than are the s,

As about 40% of produced secondary protons, which are still of high (200 to 400 GeV/c)
energy, are reabsorbed in the 500 mm target, cascade effects will contribute significantly
to p production at the lower momenta. The model was therefore extended to track one
generation of tertiaries: secondary protons generated in a Monte Carlo program were made to
reinteract with a cross-section derived from Ref. 9. The spectrum from these protons was
then added to the initial spectrum with reabsorption. The result is shown by the dashed
lines in Fig. 8.

The changes for K/m and P/n are small, as may be expected, but the effect on p/n+ is
very strong and gives a good explanation of the variation.

4.2 Absolute fates

Table 6 shows the absolute yields for hadrons from 40, 100, 300 and 500 mm Be targets.
The measured values have been corrected to correspond to 100% of incident protons striking
the target, and have also been adjusted for the 2.2 mm Be equivalent of the '"target out"
flux using the simple reabsorption model of the previous section. The particle contents
values of the 100 mm target from Table 4 have been used as particle contents for the 40 mm
target.

4.2.1 Flux as a function of target length

Figure 9 shows the ratio of total flux from the 500 mm (300 mm) target compared with
the total flux from the 40 mm target, as a function of secondary momentum. If there were
only reabsorption of the secondaries without cascade, then the expected ratios would be easy

to calculate.

For the negative beam, we would expect a constant value at all energies as it is essen-
tially 100% 7 's and the absorption cross-section is constant. For positives, a variation
with energy will occur owing to the changing p/1r+ ratio, these particles having very different
absorption cross-sections. The result of this first-order calculation is shown by the dashed
lines in Fig. 9.

It should be noted that the e content has been subtracted out of the total flux because
it has strong variations with target length that are characteristic of an electromagnetic
cascade and not of a hadron cascade. Furthermore, the errors on individual points are much
smaller than in Table 6, as they represent relative measurements taken over a short time and
most of the systematic errors do not enter into this relative value.
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Fig. 9 Variation of total flux with target length as a function of secondary momentum

It is clear that the simple reabsorption model is not a good one and that there are
cascade effects visible at all energies, from about 3% at 200 GeV/c to about 25% at 60 GeV/c
for the 500 mm target. As in Section 4.1.3, a rough cascade calculation was used to try to
see if these effects are easily calculable. Using a Monte Carlo program, the reinteraction
of the secondary protons was simulated, the tertiary flux produced by them was added to the
straightforward secondary fluxes. As we are using ratios only, having the exact fluxes is
not of great importance, and the formulae used in this Monte Carlo program were selected for
ease of use only. They are shown along with the data in Fig. 10.

The result including this rough cascade effect is shown by the full lines in Fig. 9,
and one sees that, although the shape of the curve is better, it is still not yet a reasonable
fit to the data. In order to obtain a reasonable description with this rough model it would
be necessary to increase the absorption cross-section by about 30% and increase the cascade
contribution by about 40%. The absorption cross-sections measured at ENAL®) for light ele-
ments are about 15% smaller than those measured at Serpukhov‘z); we have considered only
secondary protons in the tertiary production, and there will be a contribution from the
reabsorbed neutrons produced at high energies.
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Fig. 10 Empirical formulae used to simulate the production results, compared to the

measurements of p-Be collisions

4.2.2 Comparison with the thermodynamic model

Figures 1la and 11b show the absolute production from p-Be nucleus collisions extracted
from the 40 mm target fluxes, where corrections for reabsorption are small (< 5%) and cascade

effects are negligible.
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b) Negatives

Fig. 11 Production from p-Be collisions compared with the thermodynamic model

Superimposed on the measurements are some curves from the programs used to calculate
production from the thermodynamic model. The constants used are for p-p collisions, and
various over-all scaling factors were applied to make the absolute normalization more reason-
able. No attempt at best fitting has been done, the following factors being applied to give
reasonable results:

T, K, p multiply model flux by 0.53,

T multiply model flux by 0.45,
K, p multiply model flux by 0.64.

With these trivial modifications, which are what would be roughly expected in order to
account for reabsorption in the Be-production nucleus, one sees that the global agreement
is reasonable and that this model can confidently continue to be used in the various Monte
Carlo ray-tracing programs into which it is embedded as the particle production generator.
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